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ABSTRACT

This paper applies a recurrent neural network (RNN) method to forecast cotton and oil prices. We show how these new tools from machine learning, particularly Long-Short Term Memory (LSTM) models, complement traditional methods. Our results show that machine learning methods fit reasonably well with the data but do not outperform systematically classical methods such as Autoregressive Integrated Moving Average (ARIMA) or the naïve models in terms of out of sample forecasts. However, averaging the forecasts from the two types of models provide better results compared to either method. Compared to the ARIMA and the LSTM, the Root Mean Squared Error (RMSE) of the average forecast was 0.21 and 21.49 percent lower, respectively, for cotton. For oil, the forecast averaging does not provide improvements in terms of RMSE. We suggest using a forecast averaging method and extending our analysis to a wide range of commodity prices.
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Chapter 1

Forecasting commodity prices is paramount for many economic actors. When building budgets, experts rely on growth projections at the government level, which are almost always based on the country’s underlying forecasts of primary commodities exported. Oil-dependent countries represent a typical example where this kind of scenario is encountered. Many depend on a few raw materials (agricultural and minerals) for developing countries, the price of which determines the growth rate. Being able to forecast commodity prices is vital for other public entities or parastatals too. In many developing countries, parastatals are managing stabilization funds aimed at smoothing commodity price movements. These entities need world price forecasts in order to fix producer prices for the current campaign. For researchers, knowing the best data generating process and the forecast errors is essential for various modeling purposes. For instance, in agricultural models involving expectations1, the expected price is generally given by an ARMA model (Antonovitz and Green, 1990; De Janvry and Sadoulet, 1995). As we will show later, LSTM networks provide a good alternative to ARMA models.

Since the seventies, Box-Jenkins (1970)2 approaches have been popular in forecasting time series. These approaches have introduced ARMA models and their extensions as the cornerstone of forecasting tools. However, machine learning methods that can handle time-series data and perform forecasting have grown over the last three decades. Among all methods, those based on Recurrent Neural Networks are particularly interesting as they can carry over information (memory) from previous periods into the future. Early papers using RNNs to forecast time series include Kamijo and Tanigawa (1990), Chakraborty et al. (1992), and a comparison with ARIMA models by Kohzadi et al. (1996). However, one issue encountered with the first generation of RNN is the so-called vanishing gradient problem for highly dependent (long memory) data. Thus, in a seminal paper, Hochreiter and Schmidhuber (1997) proposed a new approach called Long Short-term Memory with the capacity to filter out which information from the past should be processed and retained3. This triggered new literature on forecasting time series (Gheyas and Smith 2011; Khandelwal et al., 2015; Kumar et al., 2018).

This paper aims to focus on LSTM models as they present a series of interesting characteristics. First, they are non-parametric so that they can handle suitably non-linear patterns. Second, they do not require the error term to follow a distribution. Third, LSTM models do not require the underlying data to follow a stationary process, so they are not affected by unit-roots. These three features present an interesting advantage over regression-based methods, be they ARIMA or not. We focus on two commodities widely analyzed in the literature: cotton and oil.

As previously mentioned, both commodities are important for a broad group of countries, particularly in the developing world, as net importers or net exporters for their energy bill or as a source of foreign exchange. Cotton has been at the center of hard talks at WTO involving many African countries

and Brazil versus the United States and the EU. Understanding the evolution of prices was key in that debate, and previous studies showed that the movements of prices are very complex and characterized by nonlinearities in their dynamics (Deaton and Laroque, 1992). The same results hold for oil prices also subject to strong nonlinearities (Moshiri and Foroutan, 2006; Kisswani and Nussair, 2013), which require non-parametric methods such as LSTM models. Using monthly cotton and oil prices, our results suggest that the LSTM model fits the data reasonably well but does not outperform the ARIMA or naïve models for out of sample forecasts. However, a combination of forecasts from the two models yields better results for the cotton dataset than either approach.

The remainder of this paper is organized as follows. We first present in section 2 the traditional Recurrent Neural Networks (RNN), and then, the LSTM approach proposed to solve the vanishing gradient problem of the first generations of RNN. In section 3, we present the data set used. Section 4 presents the computational aspects, while the LSTM approach applied to oil and cotton prices is highlighted in section 5. In the sixth section, we compare the LSTM approach with ARIMA and naïve models. In the seventh section, the forecast averaging approach and our conclusions are discussed in section 8.

2. Methodology

2.1. Artificial Neural Networks

An artificial Neural Network is a supervised learning technique within the machine learning set of models. It is used for both regression and classification tasks depending on the type of data used and the modeling purpose. An artificial neural network comprises an input layer that encounters the different input features, at least one hidden layer that will process the data set's hidden characteristics, and an output layer that will yield the network’s forecasts. Each layer has several units called “neurons,” which have the role of receiving information from preceding neurons and sending processed information to the following ones. The input layer has several neurons equal to the number of the dataset’s features, and each layer is augmented with a so-called “bias” neuron whose role is to facilitate algorithmic writing.

The number of hidden layers – which is one of the so-called hyperparameters - is set by the modeler through a fine-tuning process. The number of output layer neurons is equal to the number of expected outputs from the network. Within an artificial neural network, each neuron communicates with all the neurons from the preceding layer and with those from the following layer (aside from the last layer) through weights affected at each connection. The latter is computed by applying an activation function - which is usually a sigmoid or hyperbolic tangent function, among others that are used in the literature - to the product of a weights vector controlling the mapping function from a layer 𝑙𝑙 to the following layer 𝑙𝑙 + 1, and the preceding activations of the previous layer.

The learning process of an artificial neural network is performed using the backpropagation algorithm (Rumelhart, Hinton, & William, 1986), which is the optimization process through which the weights that represent the connections between neurons are updated using the chain rule method to compute the gradient of the loss function with respect to the weights. A gradient descent rule or related version is used to update their values. The weights are randomly initialized using a uniform distribution, the bias units are set to zero, and the initial activations for the first layer are equal to the dataset’s features. The backpropagation procedure is as follows: A forward pass is performed by computing the “cash” values used as an argument to assess the activation of layers. For an L −layers neural network, the 𝑘𝑘𝑡𝑡ℎ layer uses the following constitutive equations to yield the cash vector 𝑧𝑧[𝑘𝑘] and the activation vector 𝑎𝑎[𝑘𝑘] for each neuron and layer.

𝑧𝑧[𝑘𝑘] = 𝜂𝜂[𝑘𝑘] 𝑎𝑎[𝑘𝑘−1] + 𝑏𝑏[𝑘𝑘]

𝑎𝑎[𝑘𝑘] = 𝑔𝑔[𝑘𝑘] (𝑧𝑧[𝑘𝑘])

In equations (1) and (2), 𝜂𝜂[𝑘𝑘] is the vector of weights of all connections going from neurons at layer 𝑘𝑘 − 1 to neurons at layer 𝑘𝑘, and 𝑔𝑔[𝑘𝑘] is the activation function applied to neurons at layer 𝑘𝑘. The network’s last activation function corresponds to the network’s predicted value, which is compared with the actual .

Artificial neural networks are suitable for numerical and qualitative datasets for regression and classification tasks. However, for sequential-type datasets where inputs and outputs are sequences, ANNs are not adequate for two main reasons: (i) Inputs and outputs need to have the same lengths, and such could not be the case in sequential datasets, (ii) ANNs cannot deal with the need of sharing features learned across different positions in a sequential dataset. Recurrent Neural Networks (RNN) have been introduced to solve the limitations mentioned above

value from the training dataset’s response variable. A backward pass is then applied to the artificial neural network to compute the gradients’ cost function for weights assigned to each connection. The residual 𝛿𝛿[𝐿𝐿] = 𝑎𝑎[𝐿𝐿] – 𝑦𝑦, at the last layer between the network predictions 𝑎𝑎[𝐿𝐿] and actual values 𝑦𝑦 is backpropagated into the network, and the residual associated with the preceding layers is computed as follows:

𝛿𝛿[𝑘𝑘] = 𝜂𝜂[𝑘𝑘]

𝑇𝑇 𝛿𝛿[𝑘𝑘+1] ∘ 𝑔𝑔[𝑘𝑘]′ 𝑧𝑧[𝑘𝑘]